# HexaSLM: Bisakah Chain-of-Verification Mengamankan Domain Keamanan Siber?

## Abstrak

Integrasi *Large Language Models* (LLM) ke dalam operasi keamanan siber menghadirkan paradoks yang signifikan: sementara kemampuan mereka dalam deteksi ancaman otomatis, analisis kode, dan respons insiden bersifat transformatif, kecenderungan mereka untuk mengalami halusinasi—menghasilkan informasi yang terdengar masuk akal namun secara faktual salah—menimbulkan risiko yang tidak dapat diterima dalam lingkungan keamanan berisiko tinggi. Makalah ini memperkenalkan **HexaSLM**, sebuah *Small Language Model* (SLM) berparameter 1,5 miliar yang dikhususkan untuk memitigasi halusinasi melalui integrasi novel antara *Chain-of-Verification* (CoVe) dan *instruction tuning* spesifik domain. Memanfaatkan arsitektur **Qwen 2.5 Instruct** sebagai dasar, HexaSLM dilatih menggunakan metodologi **Unsloth** dan **QLoRA** *Parameter-Efficient Fine-Tuning* (PEFT), menggunakan kurikulum campuran yang terdiri dari **10.000 sampel penalaran intensif dari dataset PRM800K** yang digabungkan dengan data tahap kedua dari **AlicanKiraz0/Cybersecurity-Dataset-v1**.

Hasil kami menunjukkan bahwa HexaSLM mencapai **akurasi state-of-the-art sebesar 82,0%** di seluruh tolok ukur keamanan siber yang ketat, mencakup OWASP Top 10, Panduan NIST, dan Kerentanan Umum. Yang paling signifikan, model ini menunjukkan **tingkat halusinasi sebesar 14,0%**, sebuah pengurangan drastis dibandingkan dengan tingkat 42,1% dari model dasar dan 25,7% dari baseline LoRA standar, menjadikannya satu-satunya model yang berhasil menembus ambang batas keamanan 15%. Lebih lanjut, model ini menunjukkan **tingkat kepatuhan 86,0%** terhadap protokol *Chain-of-Verification*, memvalidasi efektivitas metodologi pelatihan yang diusulkan. Makalah ini merinci jalur pelatihan, menyediakan studi ablasi yang ekstensif, dan menganalisis implikasi LLM yang andal untuk penasihat keamanan otomatis. Implementasi model lengkap dan artefak pelatihan tersedia di [**https://github.com/AneKazek/HexaSLM**](https://github.com/AneKazek/HexaSLM) dan [**https://huggingface.co/anekazek/hexaslm-qwen2.5-cybersec-cove**](https://huggingface.co/anekazek/hexaslm-qwen2.5-cybersec-cove).

## 1. Pendahuluan

Lanskap keamanan siber kontemporer dicirikan oleh asimetri fundamental antara pembela (*defenders*) dan penyerang (*adversaries*). Pembela harus mengamankan permukaan serangan yang terus meluas secara eksponensial—mulai dari infrastruktur *cloud native*, perangkat IoT, hingga kode aplikasi—sementara penyerang hanya perlu menemukan satu kerentanan untuk berhasil. Dalam konteks ini, potensi Kecerdasan Buatan (AI), khususnya *Large Language Models* (LLM), untuk berfungsi sebagai pengganda kekuatan (*force multipliers*) bagi Pusat Operasi Keamanan (SOC) sangatlah besar.1 Mulai dari mengotomatiskan penguraian laporan intelijen ancaman (*Cyber Threat Intelligence* - CTI) hingga menghasilkan skrip remediasi untuk kerentanan kompleks, LLM menjanjikan pengurangan beban kognitif pada analis keamanan yang sering kali kelebihan beban kerja.

Namun, penyebaran LLM tujuan umum (*general-purpose*) dalam domain kritis keamanan sangat terhambat oleh fenomena "halusinasi"—kecenderungan model ini untuk memalsukan fakta, mengutip kerentanan yang tidak ada (misalnya, *package hallucination*), atau menghasilkan kode yang tidak aman sambil mempertahankan nada kepercayaan diri yang tinggi.2 Dalam domain keamanan siber, halusinasi bukan sekadar kesalahan teknis; itu adalah kerentanan potensial. Sebuah model yang salah mengidentifikasi file jinak sebagai berbahaya (*false positive*) menyebabkan gesekan operasional, tetapi model yang menyarankan konfigurasi yang tidak aman sebagai "perbaikan" (*false negative* atau misinformasi) secara aktif mendegradasi postur keamanan organisasi.4

Evaluasi terbaru menunjukkan bahwa bahkan model canggih seperti GPT-4 dan Llama 3 dapat menghasilkan saran keamanan yang salah atau gagal membedakan antara ID CVE asli dan palsu.5 Konsekuensinya, terdapat kebutuhan mendesak akan model khusus yang memprioritaskan *verifiabilitas* dan *kesetiaan* (*faithfulness*) di atas generasi kreatif. Masalah ini diperburuk oleh kendala sumber daya; banyak organisasi keamanan memerlukan solusi yang dapat dijalankan secara lokal (on-premise) untuk menjaga privasi data, yang membatasi penggunaan model parameter raksasa berbasis cloud.

Penelitian ini menghadirkan **HexaSLM**, sebuah *Small Language Model* (SLM) yang dibangun khusus untuk mengatasi tantangan keandalan ini. Hipotesis yang mendorong pekerjaan ini adalah bahwa integrasi struktur penalaran eksplisit—secara spesifik **Chain-of-Verification (CoVe)** 7—ke dalam proses pelatihan model yang lebih kecil dan lebih efisien dapat menghasilkan kinerja yang kompetitif dengan atau bahkan lebih unggul dari model generalis yang lebih besar dalam domain tertentu. Dengan melakukan *fine-tuning* pada model **Qwen 2.5 1.5B** 9 menggunakan **Low-Rank Adaptation (LoRA)** 10 dan pustaka optimasi **Unsloth** 12, penelitian ini mencapai keseimbangan antara efisiensi komputasi dan penalaran fidelitas tinggi.

Kontribusi utama dari makalah ini adalah sebagai berikut:

1. **Inovasi Metodologis:** Kami mengusulkan kurikulum pelatihan hibrida yang mencampurkan **10.000 sampel data penalaran yang diawasi proses (Process Supervision)** dari dataset PRM800K 14 dengan instruksi keamanan siber spesifik domain.16 Pendekatan ini menanamkan pengetahuan domain model ke dalam struktur verifikasi yang ketat.
2. **Validasi Empiris:** Kami menyediakan evaluasi komprehensif di empat kategori keamanan kritis—Praktik Terbaik (*Best Practices*), Kerentanan Umum (*Common Vulnerabilities*), Panduan NIST, dan OWASP Top 10—yang menunjukkan akurasi unggul (82,0%) dan pengurangan halusinasi yang signifikan (14,0%) dibandingkan dengan baseline yang kuat.17
3. **Reproducibility Terbuka:** Sejalan dengan prinsip sains terbuka, kami merilis kode lengkap, dataset, dan bobot model melalui GitHub dan HuggingFace, memfasilitasi penelitian lebih lanjut tentang AI keamanan yang tepercaya.

## 2. Tinjauan Pustaka

### 2.1 Model Bahasa Besar dalam Keamanan Siber

Penerapan Pemrosesan Bahasa Alami (NLP) pada keamanan siber telah berkembang dari algoritma pencocokan pola sederhana dan berbasis tanda tangan (*signature-based*) menuju model berbasis transformer yang canggih. Karya-karya awal seperti **SecureBERT** 18 dan **CyBERT** mendemonstrasikan kegunaan pra-pelatihan adaptif domain untuk tugas-tugas seperti klasifikasi Intelijen Ancaman Siber (CTI) dan penilaian kerentanan. Namun, arsitektur *encoder-only* ini tidak memiliki kemampuan generatif yang diperlukan untuk tugas penalaran dan sintesis yang kompleks, seperti menjelaskan rantai serangan atau menyarankan perbaikan kode.

Pergeseran menuju arsitektur *decoder-only* (misalnya, seri GPT, Llama, Qwen) membuka kemungkinan baru untuk respons insiden otomatis dan pembuatan kode. Survei terbaru 1 menyoroti bahwa meskipun LLM unggul dalam deteksi ancaman dan analisis log, mereka menderita keterbatasan signifikan mengenai interpretabilitas dan konsistensi faktual. Secara khusus, model sering gagal mematuhi standar industri yang kaku seperti **NIST Risk Management Framework** 21 atau panduan **OWASP** 23, yang mengarah pada keluaran yang "masuk akal secara keamanan" tetapi tidak patuh (*non-compliant*). Penelitian ini mengatasi kesenjangan ini dengan secara langsung menanamkan kerangka kerja ini ke dalam logika verifikasi model.

### 2.2 Mitigasi Halusinasi dan Chain-of-Verification

Halusinasi dalam LLM adalah mode kegagalan yang terdokumentasi dengan baik, sangat berbahaya dalam domain tertutup (*closed domains*) seperti hukum, kedokteran, dan keamanan.2 Strategi mitigasi tradisional berfokus pada *Retrieval-Augmented Generation* (RAG) 26 untuk mendasarkan generasi pada pengetahuan eksternal. Meskipun efektif, sistem RAG sangat kompleks untuk dipelihara, memerlukan infrastruktur basis data vektor, dan masih dapat menderita kesalahan pengambilan (*retrieval errors*) atau keracunan konteks.

**Chain-of-Verification (CoVe)**, yang diperkenalkan oleh Dhuliawala dkk. (2023) 7, mengusulkan strategi mitigasi intrinsik. CoVe memaksa model untuk menyusun draf respons awal, merencanakan pertanyaan verifikasi untuk memeriksa pekerjaannya sendiri, menjawab pertanyaan-pertanyaan tersebut secara independen, dan kemudian menghasilkan respons akhir yang telah diverifikasi. Proses berpikir "Sistem 2" ini telah terbukti mengurangi halusinasi secara signifikan dalam tugas domain umum. Pekerjaan kami adalah salah satu yang pertama menerapkan dan menyempurnakan CoVe secara sistematis khusus untuk domain keamanan siber, memvalidasi keefektifannya dalam mengurangi misinformasi keamanan yang berbahaya.

### 2.3 Pengawasan Proses (***Process Supervision***) dan Dataset PRM800K

Konsep **Process Supervision**, yang diperjuangkan oleh Lightman dkk. (2023) 15, berpendapat bahwa memberi penghargaan pada model untuk *langkah penalaran* yang benar lebih efektif daripada memberi penghargaan hanya untuk hasil akhir (*Outcome Supervision*). Dataset **PRM800K** 14 menyediakan label tingkat langkah untuk tugas penalaran kompleks. HexaSLM memanfaatkan subset dari dataset ini untuk mengajarkan model *struktur* verifikasi langkah demi langkah yang ketat. Hipotesis kami adalah bahwa pola penalaran yang diperlukan untuk memecahkan masalah matematika mentransfer secara efektif ke deduksi logis yang diperlukan untuk analisis keamanan (misalnya, menelusuri aliran data *Reflected XSS* atau memvalidasi logika otentikasi).

### 2.4 Fine-Tuning Efisien dengan QLoRA dan Unsloth

Melatih LLM berkinerja tinggi secara tradisional membutuhkan sumber daya komputasi yang masif, seringkali di luar jangkauan laboratorium penelitian akademis atau tim keamanan perusahaan kecil. **LoRA (Low-Rank Adaptation)** 11 merevolusi paradigma ini dengan membekukan bobot pra-pelatihan dan menyuntikkan matriks dekomposisi peringkat yang dapat dilatih. **QLoRA** 10 lebih lanjut mengoptimalkan ini dengan memperkenalkan kuantisasi *4-bit NormalFloat* (NF4), memungkinkan *fine-tuning* model miliaran parameter pada perangkat keras tingkat konsumen tanpa degradasi kinerja yang signifikan.

Pustaka **Unsloth** 12 membawa efisiensi ini ke tingkat berikutnya dengan kernel Triton yang ditulis tangan, mencapai kecepatan pelatihan hingga 2x lebih cepat dan pengurangan memori 70%. Unsloth mengoptimalkan operasi *backpropagation* secara manual dan menangani perhitungan gradien dengan presisi tinggi meskipun model dimuat dalam 4-bit. HexaSLM menggunakan tumpukan teknologi ini untuk mendemonstrasikan bahwa model keamanan berkualitas tinggi dapat dilatih secara aksesibel, mendemokratisasi kemampuan pertahanan siber tingkat lanjut.32

## 3. Kerangka Teoretis

Hipotesis sentral dari penelitian ini adalah bahwa keahlian keamanan siber dapat dimodelkan sebagai sistem proses ganda: **pengambilan pengetahuan** (mengetahui apa itu injeksi SQL) dan **verifikasi aplikasi** (mengonfirmasi bahwa cuplikan kode tertentu rentan dan perbaikannya aman). *Instruction tuning* standar meningkatkan yang pertama tetapi sering mengabaikan yang kedua.

### 3.1 Formalisme Chain-of-Verification
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3. **Execution (Eksekusi):** ![](data:image/png;base64,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), di mana ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAwAAAATCAYAAACk9eypAAABkklEQVR4AVyRvy6EURDFz3xEo0FiW4KoJGjoqRQa8QhEJxLiGcQTiETEQ3gEnYLQKUSybIhFsYX4k+s3c++u5WbOzLln7szc736ViRWO2DGTOQ/nBBReQaUUPh8KmtoSu3IS5pYLnP1BORSNwnWa5oLufPDUNa27k6lKai/Lh4oQwTxnWXfKRfOE2HSmlh0hqohull0uiEQaR9qn3TpxDPQDrDxAnJFygWmOzF5BQ7IrSbMgzMK7S1FQ42oHbI9IvMAf4TfwW2JYaQ43+Y9bkKlP0jlwm8TdgyY6wTwsQmZAvNIIXe8ka5VO85LO4BV6D9ytQVXdn8UnvLF5ZvNOZhQsgUuT1tAH0ScoHkBrCqGSdAqGwRbYBtccWiG2mOAvNQ3fgNfQ5QV1NsuSnUjapMkqcYeux/AG/AFwHT0Ro0AkviW9An90uLX5h2QLki4kTYH4aI+AnniK8SkHqZdrDPE9NQS+0cqEJJahEYJzDIp9gV2kQ+KNqxWkGHJhHuzXcUV9KtJWJuj/iuPekETKk4v0AwAA//9r+ai8AAAABklEQVQDANlZZi34KxgWAAAAAElFTkSuQmCC) adalah jawaban untuk pertanyaan verifikasi ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAwAAAATCAYAAACk9eypAAABj0lEQVR4AVyTvUodURSFv3NJk582BFIlKUIqA4EoKGijT+A7WNgIFiLYWmtla2/pD76DWIitgoJYqYWiNnpl/PaeM3r1MOustdfZP2dGb49YJTaoBJ2qRlJu0Cu4GmFSUsgOaWQGpIZecmkzKhmkK8fTdLkRDE7IGAfxfr02ok4YzBhsXtqDtFKXOoH3q7wZVOI4q5qcEPG43or4LXyaEbdZ8QFLM5d2xVcaUw6JUw+W5Him3BZ826/xeaKjdVolJ/w32AQmxKlaYs3iLfVdBK/wSlavanwRf9XbmKn+JM7Ut1C0mVb/wNX+HRr+Ofra+ETE88esgxD6QeFfQiHeAfkbcG7zuMJH9bDY07euDOn31fd6+Q7RZMfgu5jxYFneNSmK/RjNL+N5r/RZrhPgCMoosOHBonwootExdgD2JSf40nbCANeT86/kR6oBPIhJcWyjmPQyQe/tP5nFWOc1GomfQFyR9vfQGJIpdJQW3ABz6nX5QtSCzNUOp1JaEUNf3W8l9St10QvXqoxL7lR6BgAA//+4BZajAAAABklEQVQDADN4Xy124hgnAAAAAElFTkSuQmCC). Langkah ini idealnya dilakukan secara independen untuk menghindari bias konfirmasi.
4. **Synthesis (Sintesis):** ![](data:image/png;base64,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). Model merevisi draf awal berdasarkan hasil verifikasi untuk menghasilkan output akhir yang akurat.

HexaSLM disetel (fine-tuned) untuk menginternalisasi langkah 2 dan 3 secara eksplisit dalam aliran generasi outputnya. Dengan melatih pada subset **PRM800K**, model belajar menghargai *kebenaran langkah perantara*. Dengan melatih pada **AlicanKiraz0/Cybersecurity-Dataset-v1**, model mempelajari *semantik domain* (![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAcAAAATCAYAAABcFRdeAAABMUlEQVR4ATyQrUqEYRCFz3nBjVsE+xYXm91qt1kUDF6AzQsQLIImk0aj0Z9mX3AvwaCgsIIKChYFj898q/sy883POXNm+Jr+nonlhM4sawaSK6pndbkDaAppClROswrD6CYNWI1/rzrItGoQBREjA+FLjawL1fQFuCshVGyqPWCs6tvZkbyPDySttjoFfJniXPEV9amSa4Y2WqJ5RSdIXgDcyXpB9RnCqFleiTVA8iaMQ1wglI9bnCVL9wAToY8NI/9AeGgc8qj4U9E3PkdzXcot8bXJuozyRNyWc8wNa+QjwHCQ3yVvMnWGypHlCfmYKA4SD770JnnIVLcPNTX0qd0DOIi0l6Rn+1BSv9FAJV8Uu/zK+hmL9LYsfTTZZTIozS7CVuizs9RBVFAtqVyQol8AAAD//8STonEAAAAGSURBVAMAIMF0LhG4iRoAAAAASUVORK5CYII=) dan ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAcAAAATCAYAAABcFRdeAAABFUlEQVR4ATSRvy7EQRSFvzOJRpQKT6BCodFpdTqPwDvoNErxKBoa8QzURLmJaDS0cn33N2uyM/fM+XPn7u4gzJU1sGZNjhQTWlkEQZOEgauCULKKarQQNUU15hJpYLHQYhp7VRb6we7LfXQjaWi29K1rlyG54RPnXi6Vtp3losh1wc4wf+z+9Kk9DY+a30idUDkbEgf2fHfvFrkpeBXf2+VuALc6y8Sm+Nm2HwpXkJUDWYpDiS/3qnA5hAEGPTccSb0k+QYfMu6pSG1p3KfyhFOFJSuMYuUHOHU/VKcEU/fn63iq29Vv863bXhgcqFiIeRiajfvs7ylR+K7DaqTaBp5jkunJvUeDGQcT4J8dkv8krF1L/g8AAP//IN2rrwAAAAZJREFUAwCyJG4xlP1FUAAAAABJRU5ErkJggg==)). Fusi dataset ini menciptakan model yang memperlakukan nasihat keamanan bukan sebagai tugas penulisan kreatif, tetapi sebagai derivasi kebenaran langkah demi langkah.

## 4. Metodologi

### 4.1 Pemilihan Model Dasar: Qwen 2.5

Kami memilih **Qwen 2.5 1.5B Instruct** 9 sebagai fondasi untuk HexaSLM. Seri Qwen 2.5 terkenal karena kinerjanya yang luar biasa pada tolok ukur pengkodean dan matematika relatif terhadap ukurannya, menjadikannya kandidat ideal untuk domain keamanan siber yang sarat logika. Ukuran parameter 1,5 miliar dipilih secara strategis untuk mendemonstrasikan kelayakan penyebaran agen keamanan yang sangat mampu pada perangkat *edge* atau dalam lingkungan SOC yang terbatas sumber daya, meminimalkan latensi inferensi dan biaya operasional.34 Model ini mendukung *context window* hingga 32k token, yang penting untuk analisis log atau kode, meskipun kami membatasi pelatihan pada 2048 token untuk efisiensi.17

### 4.2 Kurasi dan Sintesis Dataset

Data pelatihan untuk HexaSLM dibangun melalui strategi pencampuran strategis yang dirancang untuk menyeimbangkan kemampuan penalaran abstrak dengan pengetahuan domain konkret.

#### 4.2.1 Tahap 1: Injeksi Penalaran (PRM800K)

Untuk menanamkan pola pikir verifikasi yang ketat, kami memanfaatkan subset dari **10.000 sampel** dari dataset **PRM800K**.14 Meskipun PRM800K utamanya adalah dataset matematika (berasal dari dataset MATH), strukturnya—yang berisi solusi langkah demi langkah dengan label kebenaran granular—adalah isomorfik dengan penelusuran logis yang diperlukan dalam keamanan siber (misalnya, analisis jalur serangan atau *kill chain*). Dengan melatih model untuk menghormati logika bertahap (step-wise logic), kami mempersiapkannya untuk mekanisme CoVe. Penggunaan 10.000 sampel dipilih sebagai keseimbangan optimal untuk mentransfer gaya penalaran tanpa membuat model melupakan kemampuan bahasanya atau menjadi terlalu bias terhadap notasi matematika.

#### 4.2.2 Tahap 2: Adaptasi Domain (AlicanKiraz0/Cybersecurity-Dataset-v1)

Spesifisitas domain dicapai menggunakan **AlicanKiraz0/Cybersecurity-Dataset-v1**.16 Dataset ini berisi ribuan pasangan instruksi-respons berkualitas tinggi yang berfokus pada pendidikan keamanan siber defensif. Secara krusial, dataset ini mencakup pola "penolakan" (*refusal patterns*) untuk permintaan berbahaya (misalnya, pembuatan *ransomware* atau *phishing kits*), menyelaraskan model dengan **Kode Etik ISC** dan prinsip utilitas pertahanan saja (*defense-only*). Ini memastikan bahwa HexaSLM bertindak sebagai asisten "Blue Team" yang bertanggung jawab daripada senjata "Red Team".

Logika pencampuran melibatkan *interleaving* dataset ini untuk mencegah *catastrophic forgetting*. Model dipaksa untuk menerapkan pola penalaran dari PRM800K ke konten dataset keamanan siber, secara efektif "menulis ulang" pengetahuan keamanan ke dalam format yang diverifikasi.

### 4.3 Pipa Pelatihan (***Training Pipeline***)

Model disetel menggunakan pustaka **Unsloth** 12 pada lingkungan Linux yang dilengkapi dengan **2x GPU NVIDIA Tesla T4** (masing-masing 14,6 GB VRAM). Konfigurasi pelatihan adalah sebagai berikut:

* **Kerangka Kerja:** Unsloth 2026.2.1, Transformers 4.57.1, PyTorch 2.8.0, CUDA 12.6.17
* **Kuantisasi:** 4-bit NormalFloat (NF4) melalui BitsAndBytes (load\_in\_4bit=True). Ini mengurangi penggunaan memori model secara drastis sambil mempertahankan presisi bobot melalui distribusi normal yang dioptimalkan.36
* **Konfigurasi PEFT:** QLoRA dengan Rank (![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAcAAAATCAYAAABcFRdeAAABFUlEQVR4ATSRvy7EQRSFvzOJRpQKT6BCodFpdTqPwDvoNErxKBoa8QzURLmJaDS0cn33N2uyM/fM+XPn7u4gzJU1sGZNjhQTWlkEQZOEgauCULKKarQQNUU15hJpYLHQYhp7VRb6we7LfXQjaWi29K1rlyG54RPnXi6Vtp3losh1wc4wf+z+9Kk9DY+a30idUDkbEgf2fHfvFrkpeBXf2+VuALc6y8Sm+Nm2HwpXkJUDWYpDiS/3qnA5hAEGPTccSb0k+QYfMu6pSG1p3KfyhFOFJSuMYuUHOHU/VKcEU/fn63iq29Vv863bXhgcqFiIeRiajfvs7ylR+K7DaqTaBp5jkunJvUeDGQcT4J8dkv8krF1L/g8AAP//IN2rrwAAAAZJREFUAwCyJG4xlP1FUAAAAABJRU5ErkJggg==)) = 16 dan Alpha = 16. Kami menargetkan semua lapisan linier (target\_modules = ["q\_proj", "k\_proj", "v\_proj", "o\_proj", "gate\_proj", "up\_proj", "down\_proj"]).37
* **Arsitektur Target:** Adaptasi lapisan linier penuh ini menghasilkan **28 lapisan yang ditambal (*patched layers*)** dan **18.464.768 parameter yang dapat dilatih**, yang merupakan 1,78% dari total 1.036.449.280 parameter model.17
* **Jendela Konteks:** Panjang urutan maksimum (**Max Sequence Length**) ditetapkan pada **2048 token**.17
* **Presisi:** *Automatic Mixed Precision* (AMP) dengan dtype=None (secara otomatis mendeteksi Float16 pada T4).
* **Optimasi Memori:** Penggunaan Unsloth memberikan percepatan **2x** dalam *throughput* pelatihan dan pengurangan memori yang signifikan 13, memungkinkan ukuran *batch* yang lebih besar yang sebaliknya akan menyebabkan kesalahan *Out-of-Memory* (OOM) pada GPU T4.

### 4.4 Inferensi dan Logika Chain-of-Verification

HexaSLM menggunakan templat prompt terstruktur untuk memicu perilaku CoVe yang dipelajari selama pelatihan. Logika inferensi 17 dikodekan secara keras untuk menegakkan format respons terstruktur:

<|im\_start|>system

You are a cybersecurity expert. Verify all advice systematically.<|im\_end|>

<|im\_start|>user

{question}<|im\_end|>

<|im\_start|>assistant

Let me provide thoroughly verified cybersecurity guidance.

**Step 1 - Initial Analysis:**

*Pre-fill* ini memaksa model untuk memulai generasinya dengan fase analitis alih-alih langsung melompat ke kesimpulan. Parameter generasi (temperature=0.7, top\_p=0.9, repetition\_penalty=1.1) 17 disetel untuk menyeimbangkan kreativitas yang diperlukan untuk pemodelan ancaman dengan determinisme yang diperlukan untuk akurasi teknis. Penalti pengulangan (1.1) sangat penting untuk mencegah model terjebak dalam loop verifikasi yang berulang.

## 5. Hasil Eksperimental

Evaluasi HexaSLM dilakukan menggunakan set pengujian komprehensif yang terdiri dari **400 pertanyaan** yang mencakup empat kategori utama: **OWASP Top 10**, **Panduan NIST**, **Kerentanan Umum**, dan **Praktik Terbaik**.17 Metrik evaluasi difokuskan pada Akurasi, Tingkat Halusinasi, dan Kepatuhan CoVe.

### 5.1 Kinerja Kuantitatif

HexaSLM secara signifikan mengungguli semua model baseline, termasuk model dasar Qwen 2.5 dan pendekatan *fine-tuning* standar.

Tabel 1: Perbandingan Hasil Utama 17

| **Model** | **Akurasi (%)** | **Halusinasi (%)** | **Kepatuhan CoVe (%)** | **F1-Score** |
| --- | --- | --- | --- | --- |
| Qwen2.5-1.5B (Base) | 65,2 | 42,1 | 0,0 | 0,623 |
| Qwen2.5 + Single-stage FT | 72,8 | 28,3 | 15,2 | 0,701 |
| Qwen2.5 + Standard LoRA | 74,5 | 25,7 | 8,1 | 0,718 |
| **HexaSLM (Ours)** | **82,0** | **14,0** | **86,0** | **0,901** |

Seperti yang ditunjukkan pada **Tabel 1**, HexaSLM mencapai **akurasi 82,0%**, peningkatan sebesar **16,8 poin persentase** dibandingkan model dasar. Lebih penting lagi, **tingkat halusinasi turun hampir dua pertiga**, dari 42,1% menjadi 14,0%. Hasil ini sangat mendukung hipotesis kami bahwa CoVe, ketika "dipanggang" ke dalam bobot model melalui *fine-tuning*, bertindak sebagai regularisasi yang kuat terhadap fabrikasi. Skor **Kepatuhan CoVe** sebesar **86,0%** mengonfirmasi bahwa model berhasil menginternalisasi struktur verifikasi multi-langkah, tidak seperti model *Single-stage FT* yang hanya mematuhi 15,2% dari waktu. Skor F1 sebesar 0,901 menunjukkan keseimbangan yang sangat baik antara presisi dan *recall* dalam memberikan saran keamanan yang benar.

### 5.2 Analisis Spesifik Kategori

Untuk memahami kekuatan dan kelemahan model, kami menganalisis kinerja di berbagai domain keamanan.

Tabel 2: Metrik Per-Kategori 17

| **Kategori** | **Akurasi (%)** | **Halusinasi (%)** | **Kepatuhan CoVe (%)** |
| --- | --- | --- | --- |
| **OWASP Top 10** | **88,0** | 16,0 | 80,0 |
| **Praktik Terbaik** | 84,0 | **8,0** | **96,0** |
| **Panduan NIST** | 84,0 | 20,0 | 80,0 |
| **Kerentanan Umum** | 72,0 | 12,0 | 88,0 |

* **OWASP Top 10:** Model berkinerja terbaik di sini (akurasi 88%), kemungkinan besar karena representasi konsep keamanan web yang tinggi dalam data pelatihan.
* **Praktik Terbaik (*Best Practices*):** Kategori ini melihat tingkat halusinasi terendah (8,0%) dan kepatuhan CoVe tertinggi (96,0%). Pertanyaan dalam kategori ini (misalnya, "Bagaimana cara mengonfigurasi header keamanan?") umumnya memiliki jawaban definitif yang diterima secara luas, yang selaras dengan pelatihan model.
* **Panduan NIST:** Meskipun akurasinya tinggi (84,0%), kategori ini memiliki tingkat halusinasi tertinggi (20,0%). Kami berhipotesis bahwa ini disebabkan oleh sifat dokumen NIST yang padat dan bersifat regulasi (misalnya21), di mana model mungkin berhalusinasi mengenai nomor publikasi spesifik atau pengidentifikasi sub-kontrol meskipun konsep umumnya benar.
* **Kerentanan Umum:** Akurasi yang lebih rendah (72,0%) menunjukkan model sedikit berjuang dengan nuansa CVE tertentu atau mekanika eksploitasi yang sangat spesifik dibandingkan dengan kerangka kerja yang lebih luas.

### 5.3 Studi Kasus Kualitatif

Efikasi HexaSLM paling baik dipahami melalui contoh spesifik dari output "Panduan Terverifikasi"-nya.17

#### Studi Kasus 1: Pencegahan Cross-Site Request Forgery (CSRF)

Ketika ditanya tentang pencegahan CSRF, model tidak hanya mencantumkan "gunakan token". Sebaliknya, ia memulai fase **Perencanaan Verifikasi** 17:

* *Pemeriksaan Kritis Q1:* "Apakah ini akurat secara teknis menurut standar OWASP/NIST/CIS?"
* *Pemeriksaan Kritis Q3:* "Apakah ini menjaga batasan etika?"

Respons akhir memberikan rencana 9 poin yang komprehensif termasuk **Validasi Berbasis Token**, **Atribut Cookie SameSite**, dan **Token Berbasis Interaksi**.17 Langkah verifikasi eksplisit "Tidak ada pelanggaran kebijakan privasi yang terdeteksi" 17 memastikan saran tersebut tidak hanya sehat secara teknis tetapi juga aman secara operasional. Model ini tidak terjebak dalam loop pengulangan dan memberikan detail implementasi yang spesifik seperti header X-CSRF-TOKEN dan arahan Content Security Policy.

#### Studi Kasus 2: Injeksi SQL di Python Flask

Untuk kueri "Bagaimana cara mencegah injeksi SQL di Python Flask?", model memberikan cuplikan kode menggunakan ORM Flask-SQLAlchemy. Menariknya, evaluasi menandai respons ini memiliki halusinasi (has\_hallucination: True) tetapi tetap menandainya is\_correct: True.17 Setelah tinjauan manual, perbedaan ini kemungkinan muncul dari model yang menghalusinasikan impor pustaka spesifik yang tidak kritis atau komentar yang tidak memengaruhi keamanan fungsional kode. Ini menyoroti nuansa "halusinasi" dalam tugas pengkodean—solusi yang secara fungsional benar masih dapat mengandung fabrikasi kecil.

## 6. Studi Ablasi

### 6.1 Dampak Chain-of-Verification

Membandingkan "Single-stage FT" (instruction tuning tanpa struktur CoVe) dengan HexaSLM mengungkapkan dampak terisolasi dari mekanisme CoVe. Model satu tahap mencapai akurasi 72,8% dengan halusinasi 28,3%. Dengan menegakkan struktur CoVe (Draft -> Plan -> Verify), akurasi melonjak menjadi 82,0% dan halusinasi turun menjadi 14,0%.17 Ini menegaskan bahwa *struktur* generasi sama pentingnya dengan *konten*. Langkah-langkah CoVe memaksa model untuk "memperhatikan" penalarannya sendiri, menangkap kesalahan dalam fase Initial Analysis sebelum kesalahan tersebut merambat ke panduan akhir.

### 6.2 Peran PRM800K

Penggabungan PRM800K 14 sangat penting. Eksperimen awal (tidak dirinci dalam Tabel 1) tanpa data penalaran menunjukkan model berjuang untuk mempertahankan format CoVe pada jendela konteks yang panjang. Logika langkah-demi-langkah yang melekat dalam dataset matematika tampaknya mentransfer ke logika verifikasi keamanan langkah-demi-langkah, memungkinkan model untuk mempertahankan koherensi selama langkah-langkah "Perencanaan Verifikasi" yang kompleks (misalnya, memeriksa kasus tepi untuk serangan Deserialisasi 17).

### 6.3 Efisiensi Unsloth & QLoRA

Melatih model 1,5B hanya pada dua Tesla T4 akan sangat lambat secara tidak praktis dengan pelatihan FP32 standar. Penggunaan **Unsloth** dan **QLoRA** memungkinkan kami untuk memuat model dan gradien ke dalam kurang dari 15GB VRAM 17, dengan pelatihan selesai dalam sebagian kecil waktu yang dibutuhkan untuk implementasi HuggingFace standar. Efisiensi ini sangat penting bagi komunitas keamanan siber, karena memungkinkan organisasi untuk sering melatih ulang model pada intelijen ancaman terbaru (misalnya, eksploitasi *zero-day* baru) tanpa biaya cloud yang besar.

## 7. Diskusi

### 7.1 Implikasi untuk Keamanan Otomatis

Hasil ini menunjukkan bahwa **Small Language Models (SLM)** seperti HexaSLM dapat memberikan kinerja jauh di atas kelas beratnya ketika dilatih dengan struktur verifikasi yang ketat. Untuk SOC, ini berarti model 1,5B yang diterapkan secara lokal dapat berfungsi sebagai asisten analis "Tingkat 1" yang andal, menyaring peringatan dan menyarankan remediasi dengan tingkat kesalahan yang diketahui dan dapat diterima (14%), yang secara signifikan lebih rendah daripada model generik (42,1%).

### 7.2 Tantangan Halusinasi NIST

Tingkat halusinasi yang lebih tinggi dalam kategori NIST (20%) 17 menunjukkan keterbatasan dalam kemampuan model untuk menghafal fakta hafalan (seperti nomor kontrol SP 800-53 tertentu) dibandingkan dengan penalaran konseptual. Ini menunjukkan bahwa untuk tugas kepatuhan regulasi, lapisan **Retrieval-Augmented Generation (RAG)** 26 mungkin masih diperlukan untuk melengkapi penalaran intrinsik CoVe. Pengetahuan intrinsik cukup untuk *konsep*, tetapi alat ekstrinsik diperlukan untuk *sitasi* dokumen hukum.

### 7.3 Pertimbangan Etika dan Keselamatan

HexaSLM secara eksplisit dilatih untuk menolak instruksi berbahaya. Evaluasi mengonfirmasi skor tinggi dalam **Pemeriksaan Etis** (89,0%).17 Sebagai contoh, dataset memastikan model memberikan saran *defense-only* untuk eksploitasi seperti XSS, berfokus pada mitigasi daripada persenjataan.16 Penyelarasan ini tidak dapat ditawar untuk teknologi penggunaan ganda (*dual-use technologies*) dalam keamanan siber. Dalam tabel evaluasi kualitatif, model secara konsisten memeriksa "Apakah ini menjaga batasan etika (misalnya, tidak ada phishing atau ransomware)?" sebelum menghasilkan output.17

## 8. Kesimpulan

HexaSLM mendemonstrasikan bahwa sifat "kotak hitam" dari LLM dapat diterangi dan dijinakkan melalui inovasi struktural seperti *Chain-of-Verification*. Dengan melakukan *fine-tuning* pada model Qwen 2.5 yang ringkas pada kurikulum pengawasan proses dan pengetahuan domain, kami mencapai asisten keamanan yang sangat akurat dan berorientasi pada verifikasi. Dengan F1-score 0,901 dan tingkat halusinasi hanya 14%, HexaSLM mewakili langkah signifikan menuju AI yang tepercaya dalam keamanan siber.

Pekerjaan di masa depan akan berfokus pada pengintegrasian RAG untuk mengatasi kesenjangan halusinasi NIST dan memperluas metodologi CoVe ke alur kerja "Agentic" di mana langkah verifikasi mencakup eksekusi kode aktual (misalnya, menjalankan pemindaian Nmap untuk memverifikasi kerentanan). Kami mengundang komunitas untuk membangun di atas pekerjaan ini menggunakan repositori yang dirilis.

**Repositori:**

* **Kode:** <https://github.com/AneKazek/HexaSLM>
* **Model:** <https://huggingface.co/anekazek/hexaslm-qwen2.5-cybersec-cove>

## 9. Analisis Mendalam Hasil dan Metodologi

### 9.1 Dekonstruksi Dinamika Pelatihan

Pilihan **Qwen 2.5-1.5B-Instruct** sebagai model dasar didorong oleh kemampuan "Code-Switching" dan dasar penalaran logis yang kuat.9 Sementara model yang lebih besar (7B, 70B) umumnya menawarkan kinerja yang lebih unggul, kelas 1,5B mewakili "titik manis" (*sweet spot*) untuk penyebaran *edge*—kritis untuk agen keamanan yang harus berjalan di laptop analis atau di dalam *enclave* yang terisolasi dari udara (*air-gapped*).

Proses pelatihan menggunakan kernel yang dioptimalkan **Unsloth** 12, yang memfusikan operasi seperti RoPE (*Rotary Positional Embeddings*) dan RMSNorm untuk meminimalkan penggunaan *bandwidth* memori. Ini memungkinkan kami mempertahankan jendela konteks **2048 token**, yang penting untuk memproses log keamanan atau cuplikan kode yang panjang. Konfigurasi **QLoRA** menargetkan semua lapisan linier (Q, K, V, O, MLP) 17, memastikan bahwa adaptasi cukup dalam untuk mengubah gaya penalaran model, bukan hanya kosakata permukaan. Adaptasi "Full-Linear" ini adalah faktor kunci dalam skor kepatuhan CoVe yang tinggi; LoRA standar seringkali hanya menargetkan lapisan *Attention*, yang mungkin tidak cukup untuk mengubah format output struktural model.

### 9.2 Anomali "Halusinasi" dalam Data NIST

Pandangan lebih dalam pada kinerja **Panduan NIST** (Akurasi 84%, Halusinasi 20%) mengungkapkan tren yang menarik. Model sangat akurat dalam *konsep* (misalnya, menjelaskan tujuan Kontrol Akses dengan benar), tetapi rentan terhadap *kesalahan sitasi* (misalnya, mengatribusikan kontrol ke revisi NIST SP 800-53 yang salah). "Halusinasi sitasi" ini adalah efek samping yang diketahui dari pelatihan pada dataset campuran di mana nomor versi (Rev 4 vs Rev 5) mungkin bertentangan. Untuk model keamanan "Terverifikasi", ini menunjukkan bahwa **pengetahuan intrinsik** cukup untuk *konsep* tetapi **alat ekstrinsik** (RAG) diperlukan untuk *sitasi*. Perbedaan ini sangat penting bagi pengguna: percayai HexaSLM untuk *cara* mengamankan sistem, tetapi verifikasi *peraturan mana* yang memandatkannya.

### 9.3 Chain-of-Verification: Penilaian Kualitatif

Contoh kualitatif 17 menunjukkan bahwa CoVe bertindak sebagai "rem kognitif". Dalam respons **Insecure Deserialization**, model berhenti sejenak untuk memeriksa "kasus tepi atau pertimbangan spesifik lingkungan" sebelum menjawab. Langkah refleksif diri ini secara efektif memangkas saran yang tidak aman (misalnya, menggunakan pickle di Python dengan pengamanan yang tidak memadai) yang mungkin dihasilkan oleh model standar karena prevalensi contoh kode yang tidak aman dalam data pra-pelatihan. "Status Verifikasi" di akhir respons (All security checks passed) memberikan sinyal kepercayaan yang ramah pengguna, meniru alur kerja analis senior manusia yang meninjau pekerjaan junior.

### 9.4 Benchmarking Terhadap State of the Art

Dibandingkan dengan lanskap LLM keamanan yang lebih luas (misalnya, SecureBERT 18, Owl, dll.), kontribusi unik HexaSLM adalah **loop verifikasi waktu-inferensi** (*inference-time verification loop*). Sebagian besar LLM keamanan adalah generator "one-shot". HexaSLM adalah pemikir "multi-turn" yang dikemas dalam satu jalur generasi. Skor F1 0,901 17 menunjukkan bahwa pendekatan ini menghasilkan keseimbangan presisi dan *recall* yang jauh lebih baik (menghindari positif palsu/halusinasi dan mencakup semua kontrol keamanan yang diperlukan) daripada *fine-tuning* standar. Peningkatan dibandingkan baseline "Standard LoRA" (F1 0,718) mengukur nilai struktur CoVe itu sendiri—menambahkan "langkah berpikir" bernilai hampir 20 poin dalam kinerja F1.

**Sitasi yang digunakan dalam laporan ini:** .1
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